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Introduction: Data-driven Geophysical and Petrophysical modeling using AI techniques



LEARNING OBJECTIVES

➢ GOAL01: Artificial Intelligence Terminology

➢ GOAL02: Fundamentals of Soft Computing/Statistics

➢ GOAL03: Machine and Deep Learning Techniques in Upstream Exploration and Production (E&P)
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Terms most often heard

Decision 

Trees

Clustering

Unsupervised

Learning

PCA

Association 

rules

Neural 

Networks

MLP

Auto

encoders

Self 

Organizing 

Maps

Artificial Intelligence Terminology

Supervised

Learning

CNN/RNN

SVM

Gradient 

Boosting

Regression & 

Classification

Random 

Forests
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Artificial Intelligence = Knowledge
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INTRODUCTION

Essentials of Statistics
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What are statistics?

Make sense of your data

Identify trends and correlations

Find useful patterns

Propose hypotheses worth modeling

Descriptive Statistics: 

Descriptive statistics are brief descriptive coefficients 

that summarize a given data set

Inferential Statistics:  

Help you come to conclusions and make predictions 

based on your data



INTRODUCTION

Essentials of Statistics
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Nominal Data

Ordinal Data

Interval Data

Ratio Data

Data is usually classified into one of four 

different levels of measurement:

◼ nominal (a.k.a. categorical or discrete)

◼ ordinal (rank order)

◼ interval (continuous)

◼ ratio

Qualitative Data Descriptive/Categorical

Quantitative Data Numeric Connotation
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Data Preparation for AI

Fundamentals of Applied Data-Driven Analytics
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Define a business 
problem

Define Value 
Proposition – ROI

Identify datasets
Inverse process: 

repeatable/scalable

Dependent and Independent variables are the components in 

mathematical modeling, statistical modeling and experimental 

sciences.
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Fundamentals of Applied Data-Driven Analytics
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INTRODUCTION

Machine & Deep Learning Techniques
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INTRODUCTION

What is Machine Learning?
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Supervised Learning

The aim of supervised machine learning is 

to build a model that makes predictions 

based on evidence in the presence of 

uncertainty.

• Classification techniques predict discrete 

responses, for example, whether a reservoir has 

bypassed pay. Classification models classify input 

data. Typical applications include seismic imaging, 

well-log pattern recognition, and facies classification.

• Regression techniques predict continuous 

responses, for example, changes in temperature or 

pressure in a producing well. Typical applications 

include production forecasting.



INTRODUCTION

What is Machine Learning?
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Unsupervised Learning

Finds hidden patterns or intrinsic 

structures in data. It is used to draw

inferences from datasets consisting of 

input data without labeled responses.

Clustering is the most common unsupervised

learning technique. It is used for exploratory

data analysis to find hidden patterns or

groupings in data. Applications for clustering

include reservoir characterization, field re-

engineering, and DHI object recognition in

seismic wavelet data.
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Deep Learning Techniques
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INTRODUCTION

Time Series Analysis
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What is Forecasting and Optimization?

Predicting future needs for a product or

service, while Optimization is maximizing 

results within a set of constraints.
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Predictive Models
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Artificial Neural Networks

Ni is the number of input neurons, No the

number of output neurons, Ns the number of

samples in the training data, and α

represents a scaling factor that is usually

between 2 and 10. We can calculate 8

different numbers to feed into our validation

procedure and find the optimal model, based

on the resulting validation loss.



INTRODUCTION

Predictive Models
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Support Vector Machine

The SVM is a supervised machine learning algorithm that constructs a hyperplane or set of hyperplanes to distinguish 

between instances of different classes. 



INTRODUCTION

Predictive Models
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Random Forest

A forest is an ensemble model that contains a specific number of decision trees. To ensure that a forest does not 

overfit the data, two key steps are taken. First, each tree in the forest is built on a different sample of the training

data. Second, when splitting each node, a set of candidate inputs for the split are selected at random, and the best 

split is selected from those. Other than these two steps, the trees in a forest are trained like standard trees.
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Exploratory Data Analysis: Upstream Data 

Exploration and Explanation
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MODULE 02

Exploratory Data Analysis (EDA) is crucial in analyzing upstream Oil and Gas (O&G) data. It
involves examining and understanding the data's characteristics, patterns, and
relationships before applying formal statistical or machine-learning techniques. EDA helps
uncover insights, identify data quality issues, and formulate hypotheses for further
analysis. We shall explain the typical steps involved in conducting EDA for upstream O&G
data:

1. Data Collection and Data Cleaning
2. Data Visualization
3. Descriptive Statistics
4. Feature Engineering
5. Correlation and Spatial Analysis
6. Hypotheses Generation

23
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Module 02

5

Exploratory Data Analysis: Upstream Data Exploration and Explanation



LEARNING OBJECTIVES

➢ GOAL01: Data Management and Data Cleaning Steps

➢ GOAL02: Upstream Exploratory Data Analysis (EDA) using Tukey Diagrams

➢ GOAL03: Descriptive Modeling in Upstream Exploration and Production (E&P)

➢ GOAL04: Process & Methodology for E&P Model Development
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Exploratory Data Analysis

7

UPSTREAM DATA MANAGEMENT
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Exploratory Data Analysis
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Exploratory Data Analysis

Identify Trends, Correlations and Signatures in Patterns

10

Explore the data to find trends, correlations, and hidden relationships. The goal is to find patterns or 

signatures in your data to use them to predict future events in a time series or across spatial data.

The Tukey diagrams give you a visual appreciation of the data in univariate and bivariate analysis.



Exploratory Data Analysis

Box Whisker Plots
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Exploratory Data Analysis

Correlation Matrices
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Exploratory Data Analysis

Scatter Plots
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Exploratory Data Analysis

Heat Maps
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Exploratory Data Analysis

Tree Maps
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Exploratory Data Analysis

Descriptive Modeling

Descriptive modeling techniques cover two major areas:

1. Clustering

2. Associations 

3. Classification

The objective of clustering or segmenting your data is to place objects into groups or clusters suggested by the 

data such that objects in each cluster tend to be like each other in some sense and objects in different clusters 

tend to be dissimilar

Clustering Examples:

Upstream: Well Characteristics (Operational – Completion strategies/Petrophysical

Midstream: Pipeline segments, Cathodic Protection Stations, Pressure drops

Downstream: Amine Towers (Good & Bad process efficiency), Pump Lifetimes

16



Exploratory Data Analysis

Clustering

17

➢ Cluster Analysis 

➢ Distance Measures (Metrics) 

➢ Evaluating Clustering 

➢ Number of Clusters 

➢ k-means Algorithm 

➢ Hierarchical Clustering 

➢ Profiling Clusters 



Exploratory Data Analysis
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Cluster Analysis to Optimize Completion Strategies in an Unconventional Reservoir



Exploratory Data Analysis
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Data Processing

1. K-means Clustering Algorithm

2. Hierarchical Clustering Algorithm

3. Model-Based Clustering Algorithm



Exploratory Data Analysis
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Exploratory Data Analysis
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Exploratory Data Analysis
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Data Preparation for AI: Upstream Data 
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MODULE 03
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Data Preparation:
1.Data Collection: Gather the relevant data from various sources, such as well logs, production data, geological surveys, and 
reservoir engineering reports.
2.Data Cleaning: Remove or handle missing values, outliers, and inconsistencies in the dataset. This may involve imputation 
techniques, filtering, or deleting problematic data points.

Data Augmentation (GAI):
1.Synthetic Data Generation: Generate additional data points using techniques like oversampling, undersampling, or 
SMOTE (Synthetic Minority Over-sampling Technique) to balance imbalanced classes or increase the diversity of the 
dataset.
2.Time-Series Augmentation: Create variations of the original time-series data by introducing noise, time shifting, or 
resampling to capture different scenarios or increase the dataset size.
Feature Engineering:
1.Domain Knowledge: Leverage subject matter expertise to identify relevant features based on geological, geophysical, and 
engineering insights. This may involve extracting key attributes, engineering composite features, or creating derived 
variables.
2.Dimensionality reduction: Apply techniques such as Principal Component Analysis (PCA) or feature selection algorithms to 
reduce the number of features while retaining the most informative ones.
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Data Preparation for AI: Upstream Data Augmentation and Feature Engineering



LEARNING OBJECTIVES

➢ GOAL01: Upstream Data Preparation Techniques for AI Workflows

➢ GOAL02: Upstream Data Augmentation: GAI

➢ GOAL03: Feature Engineering

6



Data Preparation for AI

Upstream Data Preparation Steps
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Data Preparation for AI

Upstream Data Preparation Steps
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Data Preparation for AI

Normalization

9

Normalized Data

Gamma 
Ray 
Logs

Sonic 
Logs

Neutron-
Porosity 

Logs

Min-Max Scaling 

Standardization Scaling 



Data Preparation for AI

Scaling
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Data Preparation for AI
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We have implemented a 

data preparation set of 

well log analytics and 

enrichment workflows to 

enable an innovative 

lithology-fluid pattern 

recognition assistant.
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Augmentation
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Data Preparation for AI

Augmentation: Imbalanced Data – Tomek Link
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Data Preparation for AI

Augmentation: Imbalanced Data – SMOTE
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Data Preparation for AI

Augmentation: Generative Adversarial Networks

15

GAN Training: Train the GAN using real data 
samples. The generator is trained to generate 
synthetic samples that mimic the characteristics of 
the real data, while the discriminator is trained to 
distinguish between real and synthetic samples. 
The training involves an iterative process of 
updating the generator and discriminator networks 
to achieve a competitive equilibrium.
Synthetic Data Generation: The generator network 
generates synthetic samples once the GAN is 
trained. The GAN will produce synthetic data 
samples like the real data distribution.
Data Integration: Combine the real data samples 
with the generated synthetic samples to form an 
augmented dataset. 



Data Preparation for AI

Generative AI (ChatGPT) in O&G Upstream
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Data Preparation for AI

Feature Engineering

17

Feature engineering transforms raw data into features 
that better represent the underlying problem to the 

predictive models, resulting in improved model 
accuracy on unseen data.



Data Preparation for AI

Optimize Well Spacing: Data Sculpting

18



Data Preparation for AI

Optimize Well Spacing: Feature Engineering
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Data Preparation for AI

Optimize Well Spacing: Machine Learning Steps

20



Data Preparation for AI

Optimize Well Spacing: Model Deployment

21
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Module 04

Machine Learning Techniques: Supervised and 

Unsupervised in E&P
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It's worth noting that a combination of supervised and unsupervised techniques, known as semi-supervised learning, can 
also be employed in situations with limited labeled data. This allows leveraging labeled and unlabeled data to train models 
and make predictions.

The choice between supervised and unsupervised techniques depends on the specific objectives of the analysis, the 
availability of labeled data, and the nature of the exploration and production data. Combining these techniques can often 
provide comprehensive insights and support decision-making in the oil and gas industry.

Supervised Machine Learning: Machine learning techniques require labeled data, where the input features and 
corresponding output labels are known. These techniques are commonly used in exploration and production data analysis 
for prediction, classification, and regression tasks.

Unsupervised Machine Learning: Unsupervised machine learning techniques do not require labeled data and are used to 
discover patterns, relationships, or structures within the data. These techniques can be useful in exploring and producing 
data analysis for data exploration, clustering, and dimensionality reduction.
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Machine Learning Techniques: Supervised and Unsupervised in E&P



LEARNING OBJECTIVES

➢ GOAL01: Machine Learning Fundamentals: Classification Clustering

➢ GOAL02: ML and DL Algorithms: Best Practices

➢ GOAL03: Modeling Limitations

➢ GOAL04: Model Selection Criteria

6



Machine Learning Techniques

Regression Classification Clustering

7



Machine Learning Techniques

Classification

8

Popular Classification Algorithms:
• Logistic Regression
• Naive Bayes
• K-Nearest Neighbors
• Decision Tree
• Support Vector Machines



Machine Learning Techniques

Classification Clustering
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Machine Learning Techniques

Classification Clustering
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Machine Learning Techniques

Classification

11

The diagonal of the matrix 
presents the percentage of 
lithology classes that are 

correctly classified



Machine Learning Techniques

ML and DL Algorithms used in O&G: Supervised & Unsupervised
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Machine Learning Techniques

ML and DL Algorithms used in O&G: Supervised & Unsupervised
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Machine Learning Techniques

ML and DL Algorithms used in O&G: Supervised & Unsupervised
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Machine Learning Techniques

ML and DL Algorithms used in O&G: Supervised & Unsupervised
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Machine Learning Techniques

ML and DL Algorithms used in O&G: Supervised & Unsupervised
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Machine Learning Techniques

Limitations of AI Models
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Model Selection Criteria
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Machine Learning Techniques

Model Selection Criteria
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Machine Learning Techniques

Model Selection Criteria

20



21

Module 05

Deep Learning Techniques: 

Upstream E&P Deep Learning
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Deep learning techniques require substantial amounts of labeled data and significant computational resources for training. 
However, they have demonstrated remarkable capabilities in handling complex data and achieving state-of-the-art 
performance in various tasks. It's essential to carefully design deep learning architectures, preprocess the data, and fine-
tune the models to extract the most meaningful insights from exploration and production data.

Deep learning techniques have gained significant attention in recent years for their ability to handle complex and high-
dimensional data in various domains, including exploration and production in the oil and gas industry. Deep learning 
models, particularly neural networks with multiple layers, can automatically learn hierarchical representations from the 
data, enabling them to capture intricate patterns and relationships. 

Here's an overview of deep learning techniques commonly applied to exploration and production data:

• Convolutional Neural Networks (CNNs)
• Recurrent Neural Networks (RNNs)
• Autoencoders
• Generative Adversarial Networks (GANs)
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Deep Learning Techniques: Upstream E&P Deep Learning



LEARNING OBJECTIVES

➢ GOAL01: Deep Learning Fundamentals

➢ GOAL02: Deep Learning Seismic Data

➢ GOAL03: Deep Learning Architectures used in Upstream

6



Deep Learning Techniques

Demystifying Deep Learning

7

We shall focus on Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs) architectures.



Deep Learning Techniques

Demystifying Deep Learning: CNNs

8

Feature Extraction in multiple hidden layers

Fully Connected Layer



Deep Learning Techniques

Demystifying Deep Learning: RNNs
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An RNN model attempts to optimally generate features from past events (remember past events) and use these 

features along with conventional model inputs to predict a series of interval targets or a sequence of categorical 

targets.

Long Short Term Memory Networks (LSTMs)



Deep Learning Techniques

A CNN-based framework to classify anticlines structures on seismic data
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Seismic Images
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Deep Learning Techniques

4D Seismic Inversion - DNN
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LSTM - Recurrent Neural Network (RNN)

Cells
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Recurrent Neural Network (RNN)

Petrophysical property estimation from seismic data using recurrent neural networks

The proposed workflow with 2 layers of GRU and a regression layer



Deep Learning Techniques
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CNNs +RNNs
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CNNs +RNNs: Weekly Production Forecasting
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Case Studies: Completion Strategy 

and Automated Tops

17



MODULE 06
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This Module introduces two case studies based on a data-driven analytical methodology to address a business value 
proposition for a completion strategy optimization in an unconventional reservoir in the USA. We shall follow the SEMMA 
process introduced in Module 02 under Process and Methodology.  

I shall share a Society of Petroleum Engineers technical paper detailing this case study. And there is a demonstration of the
case study in third-party analytics software.

The second case study under investigation in this Module is Tops Bypassed Pay. We shall discuss an automated workflow 
with domain input to identify the tops of historical datasets generated from well logs. The analytical workflow follows a 
SEMMA process to cleanse data, cluster well data, and select reference wells that provide labeled information to train 
machine learning techniques to automate major tops of a field under study.



19



20



1



Harness Upstream Geophysical and Petrophysical 

Data with AI Workflows

2



INDEX

MODULE 01 Introduction: Data-driven Geophysical and Petrophysical modeling using AI techniques

MODULE 02 Exploratory Data Analysis: Upstream Data Exploration and Explanation

MODULE 03 Data Preparation for AI: Upstream Data Augmentation and Feature Engineering

MODULE 04 Machine Learning Techniques: Supervised and Unsupervised in E&P

MODULE 05 Deep Learning Techniques: Upstream E&P Deep Learning

MODULE 06 Case Studies: Completion Strategy and Automated Tops

3



INDEX

MODULE 07 Case Studies: Seismic Attributes

MODULE 08 Case Studies: Drilling Program & Completion Study and Virtual Assistant for Fluids and Lithology

MODULE 09 Case Studies: Forecasting Principles & Production Forecasting Techniques

MODULE 10 Case Studies: Time-Series Analysis and Production Forecasting

MODULE 11 Digital Twins: Upstream E&P

MODULE 12 PINNs: Physics-Informed Neural Networks & Explainable AI and Generative AI

4



Module 06

5

Case Studies: Completion Strategy and Automated Tops



LEARNING OBJECTIVES

➢ GOAL01: Completion Strategy Optimization

➢ GOAL02: Automated Tops Identification – Bypassed Pay

6



Case Studies

Completion Strategy Optimization
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• Spatial Analysis

• Temporal Analysis
Datasets

•Operational 
Parameters

•Production Data

•MWD, LWD

•Geomechanics 
– Stress Fields

Hard Data

•Maximize Well 
Locations

•MRC

• Interference 
Patterns

• Production 
Forecasts

Soft Data & 
Field 

Development 
Plans

How do you analyze risk and uncertainty, strengthen confidence in completion strategies, and quantify the 
impact of exploitation plans on attaining predefined targets?



Case Studies

Completion Strategy Optimization
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Completion Strategy Optimization
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General Well 
Data

•Location, Section, wellbore diagrams

•211 wells, 2399 stages 

Stimulation 
Data

•Stimulated treatment data

•149 wells

Production 
Data

•12 months of cumulative production data

•Gas and water rates of production

Production 
Logging tool 

Data

•119 wells, 166 PLTs, 32 wells with multiple PLTs

Formation 
Physical 

Property Data

•412 wells, distribution analysis of petrophysical sandstone data

Flowback Data

•129 wells

Dataset for ML Workflow:

Geological 

Parameters

Formation 

Petrophysical 

Features

Operational 

Parameters

Distance from the 

global maximum 

location at the 

peak of the 

anticline

Sg Gas saturation Total volume of 

proppant allocated 

for each wellbore 

stage

The slope of the 

structure gradient 

(1st derivative)

Porosity Flowback initiation 

timing of 

stimulation

Curvature (2nd

derivative)

Net feet of 

petrophysical pay

True vertical depth 

from the top of the 

structure
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Completion Strategy Optimization

11Petrophysical Parameters
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Completion Strategy Optimization

12Petrophysical Parameters
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Completion Strategy Optimization

13Petrophysical Parameters
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Completion Strategy Optimization

14Geological Parameters
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Completion Strategy Optimization

15Geological Parameters
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Completion Strategy Optimization

16Geological Parameters



Case Studies

Completion Strategy Optimization
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• Important to map Business Problem to a Data Mining Problem

• Critical Workflows: Data Management and Dimensionality Reduction

• SEMMA Process enables repeatable and scalable soft-computing methodologies

• Exploratory Data Analysis: Get a feel for your data!

• Model and Score

• Operationalize: Avoid academic exercise!

• Ensure new data re-trains supervised models

• 49 stages selected for proppant increase resulted in incremental 1,962 Mscf/d 

at the cost of $2.23 million

• Economic ROI favorable at gas prices > $3.0 Mscf/d

• Breakeven at $2.60 Mscf/d



Case Studies

Tops Bypassed Pay
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Tops Bypassed Pay
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This Module introduces two case studies based on a data-driven analytical methodology to address a business value 
proposition using seismic attributes. We shall follow the SEMMA process introduced in Module 02 under Process and 
Methodology.  

The first technique studies Self-Organizing Maps (SOMs), an unsupervised neural network algorithm. SOMs are a valuable 
tool for exploratory data analysis and visualization, which map from a high-dimensional input space to a low-dimensional 
lattice, preserving the topology of the data set as faithfully as possible. We shall identify critical features to optimize gas 
production in an unconventional reservoir.

The second case study under investigation in this Module is Acoustic Impedance. We shall discuss an automated workflow 
with domain input to identify important historical datasets that can predict the Acoustic Impedance based on five seismic 
attributes. The analytical workflow follows a SEMMA process to cleanse data, perform Exploratory Data Analysis, and 
generate Tukey diagrams to understand feature relationships and statistical predictive power.

We shall close with a demonstration using a Jupyter Notebook to generate Acoustic Impedance logs.
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Case Studies: Seismic Attributes



LEARNING OBJECTIVES

➢ GOAL01: Case Studies – Seismic Attributes

➢ GOAL02: Self-Organizing Maps (SOMs)

➢ GOAL03: Case Studies – Acoustic Impedance

6
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Classifying Multiple Seismic Attributes
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Classifying Multiple Seismic Attributes
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SOMPCA
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Seismic Analysis: Unsupervised Neural Network & PCA
Conventional & Unconventional Reservoirs
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• Reservoir geology 

• Thickness and Lateral extent

• Mineralogy

• Porosity and Permeability

• Geochemistry

• Total Organic Content (TOC)

• Maturity and Kerogen Richness

• Geomechanics

• Acoustic impedance inversion

• Young’s Modulus

• Poisson’s Ratio (Vp/Vs)

• Faults, Fractures, and Stress regimes

• Coherency and Curvature

• Fault Volumes

• Velocity Anisotropy

• Stress maps

• Pre-Stack Time Migration Traces

• Attenuation

• Bandwidth

• Envelope slope

• Instantaneous

• MuRho

• S-Impedance

• Trace envelope

• Young’s brittleness

• Poisson’s Ratio

• Poisson’s brittleness

• Shear Impedance

• P- impedance

• Brittleness coefficient

• Spectral decomposition volumes

• Instantaneous attributes
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Maplet

Training Process

Input Layer
Output Layer
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Self-Organizing Maps: Unsupervised NN: Qg100 Maplet
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Self-Organizing Maps: Unsupervised NN: Bulk Modulus Maplet
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Self-Organizing Maps: Unsupervised NN: Instantaneous Phase Maplet
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Self-Organizing Maps: Unsupervised NN: Instantaneous Frequency Maplet
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Self-Organizing Maps: Unsupervised NN: VpVs Maplet



Seismic AttributesAcoustic Impedance Estimation from Seismic Data Using ML in Well-Log Resolution

Variable/Feature Description

Depth Depth in well (m)

Amplitude Seismic Trace Amplitude

AI_Log Acoustic Impedance calculated from Sonic and Density logs

Derivative2 Second time derivative of the input seismic volume 

QuadrA Quadrature Amplitude attribute; imaginary part of the analytic signal 
calculated by phase shifting original trace by 90 degrees

TraceGrad Gradient along the trace is generated.

GradMag Magnitude of the instantaneous gradient.

IFreq Instantaneous frequency, time derivative of phase angle

AI_Inv Acoustic Impedance Inversion determined from 50 well logs and 3D seismic 
cube at well locations

17
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Seismic AttributesSeismic Attributes: Pair plotCase Studies
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Seismic AttributesSeismic Attributes: Descriptive + Normalization/Scaling + Neural Network

Normalization

Descriptive Analysis

Sequential Neural Network

Model Training Progress

Case Studies

20



Seismic AttributesSeismic Attributes: Descriptive + Normalization/Scaling + Neural Network
Case Studies

21



Module 08

Case Studies: Drilling Program & Completion Study 

& Virtual Assistant for Fluids and Lithology

22



MODULE 08

23

This Module introduces two case studies based on a data-driven analytical methodology to address a business value 
proposition to optimize drilling and completions and identify fluids and petrophysical properties in an onshore field. We 
shall follow the SEMMA process introduced in Module 02 under Process and Methodology.  

The first case study details a repeatable and scalable data-driven analytical process to optimize drilling and completion 
strategies in a brownfield with upstream historical datasets.

The second case study under investigation in this Module is Lithology-Fluids and Rocks pattern recognition. We shall discuss 
an automated workflow with domain input to identify important historical datasets that can predict an African asset's rocks 
and fluid contents. The analytical workflow follows a SEMMA process to cleanse data, perform Exploratory Data Analysis, 
and generate Tukey diagrams to understand feature relationships and feature engineering for derived variables and 
statistical predictive power.
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Case Studies: Drilling Program & Completion Study and Virtual Assistant for Fluids and Lithology



LEARNING OBJECTIVES

➢ GOAL01: Case Studies – Drilling and Completion in Unconventional Reservoirs

➢ GOAL02: Case Studies – Fluids and Lithology Virtual Assistant

6
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• Well Logs best suited for Lithofacies Classification?

• Classify Lithofacies based on Supervised Learning

Support Vector Machine

Gradient Tree Boosting

Artificial Neural Network

Random Forest

• Predicting Stratigraphic Units from Well Logs
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The input parameters used to 
train AI models include LWD, 
MWD, Drilling Data, Gas 
Components data.

Data will be from multiple 
reservoirs, fields, formations, 
wells

Data would be for more than 
75 wells.

Actual Lithology and fluid tags would be 
identified and used as the target 
variable.

Additional Derived variables would be 
created that would be able to explain the 
lithology facies better.

Different classes of lithology facies and 
fluid-type relationships will be modeled.

The automated Machine 
Learning process to predict 
field pattern type recognition 

The AI assistant will suggest 
the best approach to follow to 
the domain experts.

Provide workflow automation 
that reduces work time and 
raises efficiency with real-time 
interpretation.

Manual interpretation of lithofacies from wireline log data is traditionally 

performed by an expert, can be subject to biases, and is substantially laborious 

and time-consuming for large datasets. 

Automating the facies classification process using machine learning is a 

potentially intuitive and efficient way to facilitate facies interpretation based on 

large-volume data. An expert traditionally performs manual interpretation of 

lithofacies from wireline log data.
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This Module introduces the six principles of forecasting in a time-series dataset.

We shall implement these principles in the case study to optimize production data collected in a brownfield.

The SEMMA process takes on a journey to analyze temporal data using several time-series statistical and machine-learning 
methods. The well, reservoir, and field production forecasting uses spatial and temporal data to optimize the re-
engineering of a brownfield.

We shall show the use of both supervised and unsupervised techniques. And we shall introduce a deep neural network 
architecture called a Recurrent Neural Network for time-series analysis. RNNs are discussed in Module 05.
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Case Studies: Forecasting Principles & Production Forecasting Techniques



LEARNING OBJECTIVES

➢ GOAL01: Forecasting - Six Principles

➢ GOAL02: Forecasting Techniques & Forecasting Data-Driven Workflows

➢ GOAL03: Case Study: NOC Re-engineering Brownfield

6



Case Studies

Six Principles of Forecasting

7

1. Forecasting is a stochastic problem

2. All forecasts are wrong

3. Some forecasts are useful

4. All forecasts can be improved

5. Forecast accuracy is never guaranteed

6. Having a second opinion is preferred
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• Simple Exponential Smoothing (SES)

• Double Exponential Smoothing (DES)

• Triple Exponential Smoothing (Holt-Winters Method)

Oil Production in Aramco from 1996 - 2013
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Deep Gated Recurrent Unit Network (DGRU  - Deep Learning Neural Networks)

12

The proposed model can handle the temporal 

dependencies of complex time-series data at a deep 

level. It consists of stacks of several layers, where each 

layer solves part of the task and passes the results to 

the next layer. Since each layer combines the learned 

representations of the previous layer and feeds them to 

a higher layer, better representations of the data can be 

achieved in the model.
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Repeatable and Scalable Methodology for Forecasting
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Production Forecasting – Let’s “stationarize’ our temporal data
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This Module introduces a case study to optimize the technical potential of a National Oil Company (NOC.) Technical 
Potential (TP) forms the basis for future expectations by defining what is achievable and thus highlights the gap between 
potential performance and what is realized in hydrocarbon production. This knowledge transforms into initiatives that drive 
the processes for minimizing the gap. Assessment and forecasting TP workflows provide the appropriate tools for NOCs to 
drive the operator contractors towards better performance targets.

We shall demonstrate a case study to forecast the fluid rates in a brownfield, analyzing historical production data of wells 
across multiple reservoirs. The proposed methodology is a Deep Learning Long-Short Term Memory architecture. 
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Case Studies: Time-Series Analysis and Production Forecasting



LEARNING OBJECTIVES

➢ GOAL01: Time Series Patterns Used in Forecasting

➢ GOAL02: Case Study: Forecasting Well Data from the Volve Field

➢ GOAL03: Case Study: Production Forecasting using DL Models

➢ GOAL04: Case Study: Drilling Time series identifying Lost Circulation

6
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Well Production Forecasting – Volve Field

7

A Feed-Forward Neural Network (FNN) is an ML 

algorithm formulated based on biological neural 

network functionalities. FNN comprises many 

calculating units known as artificial neurons or nodes. It 

has been demonstrated to be more successful in 

approximating the complex non-linear relationships 

between input and output vectors of a database than 

the conventional regression methods.

Feed-Forward Neural Network

Support Vector Regression is a subset of a Support Vector Machine for regression 

analysis.

The fundamental idea regarding the mechanism of Particle Swarm Optimization is 

that each particle corresponds to a potential solution to an optimization problem.
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Well Production Forecasting – Volve Field
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Recurrent Neural Networks

Simple RNN

Long Short-Term Memory (LSTM)

Gated Recurrent Unit (GRU)

RNN is a subset of ANN established to handle the 

input data with sequential characteristics. 

Fundamentally, RNN can preserve any previous 

information to the current task, and such ability 

widens its application in different aspects, 

including time series analysis. 

Cell State “ct”
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Training and Blind Validation Results

Best

Best
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# Define input and outputs for the model

# Print model summary
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# Compile and Fit the model to the training data
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Production Forecasting: Hyperparameters
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Optimizer

The optimizer performs the necessary computations to adapt to the network’s weight and bias variables during training. Those 

computations invoke the calculation of gradients that indicate the direction in which the weights and biases must be changed 

during training to minimize the network’s cost function.

The goal of machine learning and deep learning is to reduce the difference between the predicted output and the actual 

output. This is also known as a cost function or loss function. Cost functions are convex functions.

We aim to minimize the cost function by finding the optimized weight value. We also need to ensure that the algorithm 

generalizes well. This will help better predict the data that was not seen before.

Nadam-Nesterov-accelerated Adaptive Moment Estimation

• Nadam combines NAG and Adam

• Nadam is employed for noisy gradients or gradients with high curvatures

• The learning process is accelerated by summing up the exponential decay of the moving averages for the previous and 

current gradient
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Figure 02Figure 01
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17Table 01

Figure 01
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1. Data Preprocessing

2. Feature Engineering

3. Window normalization

4. Data split

5. Algorithm tuning

Table 01

Figure 01

LC1 Reported by Drilling Crew
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This Module introduces case studies where Digital Twins are implemented. We shall explore the Digital Twin methodology 
and the various versions used in the upstream Exploration and Production (E&P) value chain.

Generative AI (GAI) is gaining traction across business verticals. We shall discuss Digital Twins from the perspective of 
generating or augmenting synthetic datasets for machine-learning data-driven analytical workflows in E&P.

Reinforcement Learning (RL) is a subfield of machine learning that focuses on how an agent can learn to make sequential 
decisions in an environment to maximize cumulative reward. It is inspired by how humans and animals learn through trial 
and error and interact with their surroundings. We shall compare RL with supervised and unsupervised methods.

We introduce a Reservoir Simulation case study using RL.
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Digital Twins: Upstream E&P 



LEARNING OBJECTIVES

➢ GOAL01: Digital Twins Introduction

➢ GOAL02: Digital Twins in the O&G industry

➢ GOAL03: Case studies implementing Digital Twins in upstream

➢ GOAL04: Reinforcement Learning: A ML Technique for Digital Twins

6
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Digital Twins: Targeted Outcomes

1. Improved performance 

2. Enhanced predictability (reduced downtime)

3. Increased innovation through virtual testing 

4. Improved collaboration and decision-making

5. Reduced costs (Maintenance, Labor, Raw Materials)
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Digital Twins
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Digital TwinsExploration and Drilling
• Reservoir Simulation: Digital twins can model underground reservoirs to predict how they'll behave. This aids in 

optimizing extraction techniques and maximizing the reservoir's yield.
• Drilling Optimization: By simulating the drilling process, companies can identify potential issues (like equipment failures 

or geological hazards) and adjust the drilling strategy accordingly.

Asset Performance Management
• Predictive Maintenance: Digital twins can predict when equipment might fail using sensors and real-time data. This 

helps companies fix problems before they happen, reducing downtime.
• Operational Optimization: Digital twins can model the entire operation of an asset (like an oil rig or refinery). 

Companies can find the most efficient way to run their operations by simulating different conditions.
• Production Optimization: Flow Simulation: Digital twins model the flow of oil and gas through pipelines and other 

infrastructure. This can help identify bottlenecks or inefficiencies in the system.

Real-time Monitoring and Control
• Remote Operations: Particularly useful in offshore or remote sites, digital twins allow operators in centralized control 

rooms to monitor and control equipment from a distance.
• System Performance: By continuously comparing the digital twin's performance with the real-world asset, 

discrepancies can be spotted immediately, leading to quick interventions.
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Digital Twin (DT) modeling is the 

foundation for the next generation of real-

time production monitoring and 

optimization systems. It is a solution that 

boosts productivity by combining 

information, simulation, and visualization 

throughout the entire value chain of an 

operational firm, from subsurface 

equipment to central production plants.

Digital Twin in the Hydrocarbon Industry
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Digital twin standard workflow

Digital Twin in the Risk Assessment Process

Risk 

Assessment 

Process

Generative AI – Digital Twin
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Digital Twin Framework for O&G Production
Real System Digital System

Interaction to Calibrate Virtual System
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Strategies to Achieve a Digital Twin Model
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Figure 1
Figure 2

Digital Twin of a Well
Annulus
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Digital Twin – Smart Water Optimization Workflow

Figure 01



Digital Twins

16

Reinforcement learning is learning what to do 

— how to map situations to actions — to 

maximize a numerical reward signal. The 

learner is not told which actions to take but 

must discover which ones yield the most 

reward by trying them. In the most interesting 

and challenging cases, actions may affect the 

immediate reward, the next situation, and all 

subsequent rewards. These two characteristics 

— trial-and-error search and delayed reward —

are the two most important distinguishing 

features of reinforcement learning.

What is Reinforcement Learning?
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Deep Reinforcement Learning (DRL) 
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Deep Reinforcement Learning for Petroleum Reservoir Optimization
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Deep Reinforcement Learning for Petroleum Reservoir 
Optimization

Reservoir Simulation



21

Module 12

PINNs: Physics-Informed Neural Networks & 

Explainable AI and Generative AI



MODULE 12

22

This Module introduces PINNs, Physics-Based Neural Networks., recently proposed for solving partial differential equations. 
Unlike typical ML algorithms that require a large dataset for training, PINNs can train the network with unlabeled data. The 
applicability of this method has been explored for the flow and transportation of multiphase flow regimes in porous media.

We shall introduce a case study to manage reservoir pressure by implementing a PINN.

The module also details Explainable AI (XAI), a set of processes and methods that allow human users to comprehend and 
trust the results and output created by machine learning algorithms. Explainable AI describes an AI model, its
expected impact, and potential biases.  

We shall also explore Generative AI, discussing the Pros and Cons of these techniques in the oil and gas industry.
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PINNS: Physics Informed Neural Networks – Explainable AI and GAI



LEARNING OBJECTIVES

➢ GOAL01: Physics and Data-Driven Machine Learning

➢ GOAL02: Case Study Reservoir Pressure Management

➢ GOAL03: Explainable AI in Upstream: An Application to Lithology Prediction

➢ GOAL04: Generative AI in Upstream

6
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Simplified representation of an offshore oil production system
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Data Science and Machine Learning Applications in O&G

10



PINNS

PINN in Upstream: Case Study: Reservoir Pressure Management
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Workflow diagram of physics-informed machine learning framework for managing reservoir pressures at a critical location 
during subsurface fluid injection. The key innovation of the surrogate model is the automatically-differentiable full-order 

model that allows for heterogeneity.
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Explainable AI is one of the key requirements for implementing responsible AI, a methodology for the large-scale implementation of 

AI methods in real organizations with fairness, model explainability, and accountability.
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Ingest drilling 
data

• ROP, WOB, RPM

Feature 
Engineering & 
Transformation

Training and 
Test Data       

(80-20)
XGBoost XAI

Mud Logging Data 

from 10 wells
Correlation Matrices & 

Box Whiskers
SHAP

Predict lithologies:
Sandstones

Shales

Limestones
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Local explanations for a specific prediction regarding a possible 

sandstone (A), shale (B), or limestone (C). 



PINNS

Global explanations regarding the XGBoost predictive model, specifically for sandstone (A), shale (B), or limestone (C) 

16

Explainable AI SHAP
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Generative AI in O&G Upstream
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Generative AI (ChatGPT) in O&G Upstream

18
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Synthetic Data Generation using Digital Twins
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